ltem Recommendation with Variational Autoencoders
and Heterogenous Priors

Giannis Karamanolakis Kevin Raji Cherian Ananth Ravi Narayan
Columbia Columbia Columbia
Jie Yuan Da Tang Tony Jebara
Columbia Columbia Columbia, Netflix

Gl

COLUMBIA
UNIVERSITY

NETFLIX



ltem Recommendation - Collaborative Filtering (CF)




ltem Recommendation - Collaborative Filtering (CF)




ltem Recommendation - Collaborative Filtering (CF)




ltem Recommendation - Collaborative Filtering (CF)




ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)




ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)

(-) linear — limited modeling capacity




ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)

(-) linear — limited modeling capacity \
Non-linear

Features




ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)

(-) linear — limited modeling capacity \
Non-linear

Features

¥

Neural
Networks




ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)

(-) linear — limited modeling capacity \
Non-linear

Features

¥

Neural
Networks

Variational Autoencoders (VAES)

"

“Variational Autoencoders for Collaborative Filtering” D. Liang, RG. Krishnan, MD. Hoffman, T. Jebara, WWW 2018

“Auto-encoding Variational Bayes” D. P Kingma, M. Welling, ICLR 20174



ltem Recommendation - Collaborative Filtering (CF)

Latent Factor Models
(UXK) X (KX1T)

(-) linear — limited modeling capacity \
Non-linear

Features

¥

Neural
Networks

Variational Autoencoders (VAES)

(+) have larger modeling capacity
(+) generalize linear latent factor models
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(Negative) reconstruction error Regularization term (Kullback-Leibler Divergence)
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Using heterogenous, user-dependent priors

t, € RK
» For each user 1 , we replace zZu ~ N(0,Ik) by zu ~ N(tu,Sy) v

S, € RKXK

- Prior parameters (ty, Sy ) encode user preferences

- Explicitly encourage user diversity in latent VAE space

How can you encode my preferences?
Have | revealed them?
Yes, you have! -

By writing reviews...
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Users reveal their preferences in text reviews

Pascale H.
Elmont, NY

v+ 1 friend
£3 11 reviews

=) 2 photos

3/28/2018

a 1 check-in

The burgers here are really good and if you're gluten free
they offer a lettuce bun instead of the potato bun. As for
sides,|'m not in love with the fries and the onion rings. The
portion size is good an large enough to share. My friend
really enjoyed her milkshake.

Yelp Review
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Users reveal their preferences in text reviews

Pascale H.

Elmont, NY
v+ 1 friend

11 reviews
=) 2 photos

IMDB Review

3/28/2018

a 1 check-in

The burgers here are really good and if you're gluten free Yelp Review
they offer a lettuce bun instead of the potato bun. As for

sides,|'m not in love with the fries and the onion rings. The

portion size is good an large enough to share. My friend

really enjoyed her milkshake.

Y 10/10

One of the best I've seen!
amytgr-1 1 January 2018

This has been a real treat! An amazing series, great acting, direction and such a
suspenseful story it's really one of the very best I've seen ever. I love heist movies and I
just found this one in Netflix and I literally couldn't stop watching through the night. The
characters are simply amazing! Don't miss this!
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Encoding user preferences from text (2 methods): 2y ~ N(ty.Sy)
. tu, Sy : functions of the user’s review text t, € RK
- Method 1: Word Embeddings (word2vec) S, € REKXK

- Method 2: Probabilistic Topic Models (Latent Dirichlet Allocation - LDA)
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Encoding user preferences from text:
- Method 1: Word Embeddings (word2vec)

A o \Var @ horror
@ Dlood
cry .dead
® .9“” e thriller
romantic .
olove ® crime

@ action ¢ .robbery

.weddnng ecomedy history .hiStOFY
®
ecartoon fun ,
® .vusual
o kid
® laugh .scenery

'
K -dim Word Embeddings

Mikolov et. al. 2013: “Efficient estimation of word representations in vector space”
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Encoding user preferences from text:
- Method 1: Word Embeddings (word2vec)

1. Create review embeddings: avg of word embeddings
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Encoding user preferences from text:
- Method 1: Word Embeddings (word2vec)

1. Create review embeddings: avg of word embeddings

2. Represent each user: Gaussian distribution zy ~ N(tu,Su)
- 1y : avg of review embeddings (written by U) Su €
- Sy . diagonal covariance matrix
diagonal values sy, . . . , Sx € R: std of review embeddings

t, € RK
RKXK

A o War o horror A o \ar .horrtc:lr d A
00
. dead ® blood o 1Y oead n. ¢
oY ®  gun  inriller .g...thrul '@
o/omnantic . _ ] R . romantg .c.r e§drug 5
love ecrme . ove
PY - action obbe y
» @ action o O00CY W.eddm ] - °® . o6 ry
.We ng e@comedy history .history 9 comgjy hlstory . vuetnam
° n’
® laug
ecartoon fun , ecartoon ! fun fuct&,n . storytelllng
P o Visual o'Pry @ isual .
kid kid ‘e .
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' > >

K-dim Word Embeddings Review Embeddings User Distributions
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Encoding user preferences from text:

- Method 2: Probabilistic Topic Models (Latent Dirichlet Allocation - LDA) Topic 1 Topic 2 - Topic K

horror romance action

blood love robbery
crime  kiss kill
gun  wedding police

David Blei, Andrew Y Ng, Michael | Jordan, 2003: “Latent Dirichlet Allocation”
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Encoding user preferences from text:

- Method 2: Probabilistic Topic Models (Latent Dirichlet Allocation - LDA)

. . Topic 1 Topic 2 - Topic K
1. Train LDA to extract K topics

horror romance action

blood love robbery
crime  Kkiss kill
gun  wedding police

David Blei, Andrew Y Ng, Michael | Jordan, 2003: “Latent Dirichlet Allocation”
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Encoding user preferences from text:

- Method 2: Probabilistic Topic Models (Latent Dirichlet Allocation - LDA
1. Train LDA to extract K topics H
orror romance

2. For each user u: blood love

2a: concatenate all of the user’s reviews in one document crime kiss
gun  wedding

W 9/10

The perfect blend of comedy and horror
Liam Cullen 8 September 2017

Having not seen the original movie and only tidbits of the trailer, I didn't really know
what to expect when walking into the cinema this evening. Someone described the movie
as 'The Goonies' meets 'A Nightmare on EIm Street' - this turned out to be an extremely
accurate description!

I'm a huge fan of the 1990's TV film of "It", especially for its aesthetics and
soundtrack, but it left out a lot of content from the original novel, leaving me
confused when I first saw it at the age of 12. This remake, or perhaps actually a
"re-adaptation"”, is certainly very timely, what with "Stranger Things" becoming so
huge with pretentious hipsters everywhere. I'm still not sure it hits the "scary"
i factor very well, especially without Tim Curry's tremendous acting, but it's certainly
9/10 creepy. It's not nostalgic though, nor does it retain much of the original novel,
including the 50's setting, changed to the 80's to obviously market itself with
"Stranger Things" and "The Goonies".

Terrifyingly brilliant. You'll float too.

SOIEENVECLIECE) Sh (UG A/ My problem with this new adaptation of "It" is that it's addled with CGI and jump

scares, neither of which add to its nostalgic appeal. At the risk of sounding like a

What persuaded me to watch this movie was the blessing bestowed upon it by the stories film snob, if you're trying to make a film set decades before this era, you don't use
original creator, Stephen King, who claimed: "I wasn't prepared for how good it really CGI at all if you can avoid it, unless you really know how to camouflage it. The
was" constant profanity did nothing for the story either, it only gave the false illusion of

being edgy. Yes, the book had profanity, but King knew where to draw the line and

keep the perfect balance of immature vulgarity and true friendship. The sheer level

He's not wrong. of nerdiness here made me cringe, unlike the TV movie which had genuine

> friendships and sweet moments of love and joy amidst the horror, just like King's

N ) ) . ) . ) novel. Did one of those boys seriously just say "Get me my bifocals, I hid them in
IT" is quite extraordinary. The attention to detail, the subtle but effective comedic my second fanny pack"? What the hell kind of child wears bifocals? Why not just

undertone and the exquisite cinematography not only do the original title proud, they rename him Poindexter while they're at it? The kids in the book and the miniseries

make this re-imagining of the original classic even better than its predecessor. were never this obnoxiously dorky. And what's with all this New Kids on the Block
stuff? There was a scene in which for no apparent reason all these close-ups of

NKOTB posters pop up on-screen. Why? Just because earlier in the film a kid had

It's a very scary film but what impressed me was how true the film sticks to the original's been listening to that music? It made no sense! We get loads of terrible one liners
tricks; it isn't filled with loud in-your-face jump scares, in fact, a lot of what makes this fomiRichiclcompaninolticlbioodlinitnelsewersitogperiodibloodil(lovelyachziland
. ) ) . ) A ) ) trust me, no way does any thirteen-year-old talk like this. All kids at that age
film scary is the slick cinematography and intricate shadow play. The use of lighting and swear and tell fart jokes and stuff, but even they have their limits.

creation of atmosphere is what makes this film so tense, which is why it's perfectly suited
for those who like Horror movies but without the obnoxious gore.

Mike is only added as an afterthought, which seems borderline offensive, as if they
only added him as a token minority whereas in the book and film he was such a
complex, central character. He had a strong bond with his father that's totally
absent from this film. Stan is unlikable, and the newly revamped Pennywise the
Clown has teeth that could rival the most inbred hillbilly, and the most scary thing
he seems to be able to do is hop around like some kind of wino. Uh yeah, real
"spooky", I'm shaking in my boots.

10/10

The IT Factor
Rhiannon Irons 1 September 2017

I had the pleasure of seeing an advanced screening of IT in Brisbane. The film is
absolutely brilliant. Bill Skarsgard has taken Pennywise and made the role his own.
Creepy, disturbing, humorous, IT really possess the creep factor, giving audiences a new
reason to fear clowns.

Topic 1 Topic 2 -

- Topic K

action
robbery
Kill
police
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Having not seen the original movie and only tidbits of the trailer, I didn't really know
what to expect when walking into the cinema this evening. Someone described the movie
as 'The Goonies' meets 'A Nightmare on EIm Street' - this turned out to be an extremely
accurate description!

I'm a huge fan of the 1990's TV film of "It", especially for its aesthetics and
soundtrack, but it left out a lot of content from the original novel, leaving me
confused when I first saw it at the age of 12. This remake, or perhaps actually a
"re-adaptation"”, is certainly very timely, what with "Stranger Things" becoming so
huge with pretentious hipsters everywhere. I'm still not sure it hits the "scary"
factor very well, especially without Tim Curry's tremendous acting, but it's certainly
creepy. It's not nostalgic though, nor does it retain much of the original novel,
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"Stranger Things" and "The Goonies".

Terrifyingly brilliant. You'll float too.

MovieGuy_abc123 31 Al 2017
Y- E Ui My problem with this new adaptation of "It" is that it's addled with CGI and jump

scares, neither of which add to its nostalgic appeal. At the risk of sounding like a
film snob, if you're trying to make a film set decades before this era, you don't use
CGI at all if you can avoid it, unless you really know how to camouflage it. The
constant profanity did nothing for the story either, it only gave the false illusion of

What persuaded me to watch this movie was the blessing bestowed upon it by the stories
original creator, Stephen King, who claimed: "I wasn't prepared for how good it really

"
RSk being edgy. Yes, the book had profanity, but King knew where to draw the line and
keep the perfect balance of immature vulgarity and true friendship. The sheer level
He's not wrong. of nerdiness here made me cringe, unlike the TV movie which had genuine
> friendships and sweet moments of love and joy amidst the horror, just like King's >

novel. Did one of those boys seriously just say "Get me my bifocals, I hid them in
my second fanny pack"? What the hell kind of child wears bifocals? Why not just
rename him Poindexter while they're at it? The kids in the book and the miniseries
were never this obnoxiously dorky. And what's with all this New Kids on the Block
stuff? There was a scene in which for no apparent reason all these close-ups of
NKOTB posters pop up on-screen. Why? Just because earlier in the film a kid had
been listening to that music? It made no sense! We get loads of terrible one liners
from Richie comparing the blood in the sewers to "period blood" (lovely, eh?) and

"IT" is quite extraordinary. The attention to detail, the subtle but effective comedic
undertone and the exquisite cinematography not only do the original title proud, they
make this re-imagining of the original classic even better than its predecessor.

It's a very scary film but what impressed me was how true the film sticks to the original's

Topic 1 Topic 2 -

tricks; it isn't filled with loud in-your-face jump scares, in fact, a lot of what makes this
film scary is the slick cinematography and intricate shadow play. The use of lighting and
creation of atmosphere is what makes this film so tense, which is why it's perfectly suited
for those who like Horror movies but without the obnoxious gore.
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absolutely brilliant. Bill Skarsgard has taken Pennywise and made the role his own.
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make this re-imagining of the original classic even better than its predecessor.
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only added him as a token minority whereas in the book and film he was such a

complex, central character. He had a strong bond with his father that's totally
absent from this film. Stan is unlikable, and the newly revamped Pennywise the

Clown has teeth that could rival the most inbred hillbilly, and the most scary thing
he seems to be able to do is hop around like some kind of wino. Uh yeah, real
"spooky", I'm shaking in my boots.

Y 10710

The IT Factor
Rhiannon Irons 1 September 2017

I had the pleasure of seeing an advanced screening of IT in Brisbane. The film is
absolutely brilliant. Bill Skarsgard has taken Pennywise and made the role his own.
Creepy, disturbing, humorous, IT really possess the creep factor, giving audiences a new
reason to fear clowns.
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Great spot to grab a quick bite after walking across the
Brooklyn Bridge, have a cheat meal and even catch some
World Cup games. Line-up was quite crazy on the
weekend; we had to wait extra long to find a table inside (if
you order beer, it is mandatory one stays indoors). | really
wish | had ordered one of the shake shack burgers instead
of the Chick'n Shack. The chicken was way too oily. The
vanilla shake was delicious.
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Evaluation Datasets: Online Reviews (Rating & Text)

* Yelp Challenge Dataset
* IMDB Corpus of Movie Reviews

Preprocessing:

* Binarize ratings
-Yelp: 1-2 stars— 0, 3-5 stars —1
-IMDB: 1-4 stars—0, 5-10 stars—1
» Reduce sparsity (cutoff)

- Yelp: discard businesses < 30 reviews, users < 5 reviews
-IMDB: discard movies < 5 reviews, users < 5 reviews

% non-empty entries

/

Dataset #users #items #ratings sparsity

Yelp 930496 65536 20000263 0.053e-3%
Yelp cutoft 92208 13085 1257420 0.104%
IMDB 50331 21740 278907 0.025%

IMDB cutoft 8080 8357 167593 0.248%
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_ Evaluation Results
Model Comparison

IMDB Yelp

Model Text Feat
Ranking the items in random order ... RAND _
Matrix Factorization - MF -

Text-only: Ranking items according to cos(t,,t;) - Text-kNN  word2vec
VAE (Liang et al. 2018) -~ Mult-VAE -
VAE with random user-dependent priors - VAE-RP -

VAE with Text Regularization ... VAE-TR word2vec

L = Ly—y-distgut) VAE-TR LDA

e VAE-HPrior word2vec
............. VAE-HPrior LDA
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Evaluation Results

Model Comparison

IMDB Yelp
Model Text Feat NDCG @100 NDCG @100
Ranking the items in random order ... RAND _ 0.006 0.001
Matrix Factorization - MF - 0.066 0.070
Text-only: Ranking items according to cos(t,,t;) - Text-kNN  word2vec 0.026 0.003
VAE (Liang et al. 2018) - Mult-VAE - 0.147 0.104
VAE with random user-dependent priors - VAE-RP - 0.148 0.106
VAE with Text Regularization ... VAE-TR word?2vec 0.149 0.106
L, =Ly—y-dist@z,t,) VAE-TR LDA 0.145 0.107
VAE with heterogenous user-dependent priors=:"" VAE-HPrior - word2vec 0.174 0.114
........ VAE-HPrior [LDA 0.174 0.119

std of scores ~ 0.007 ~ 0.003
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VAE-HPrior LDA 0.174 0.119
std of scores ~ 0.007 ~ 0.003
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Evaluation Results

Model Comparison

IMDB Yelp
Model Text Feat NDCG @100 NDCG @100
Ranking the items in random order ... RAND _ 0.006 0.001
Matrix Factorization - MF - 0.066 0.070
Text-only: Ranking items according to cos(t,,t}) - Text-kNN  word2vec 0.026 0.003
VAE (Liang et al. 2018) - Mult-VAE - 0.147 0.104
VAE with random user-dependent priors - VAE-RP - 0.148 0.106
VAE with Text Regularization ... VAE-TR word2vec 0.149 0.106
L, =ZLy—y-dist(g,,1,) VAE-TR LDA 0.145 0.107
VAE with heterogenous user-dependent priors«=:""" VAE-HPnior ~ word2vec 0.174 0.114
....... VAE-HPrior [LDA 0.174 0.119
std of scores ~ 0.007 ~ 0.003
IMDB | Yelp
Mult-VAE — VAE-HPrior NDCG@100 Recall@20 Recall@50 NDCG@100 Recall@20 Recall@50

Relative Performance Improvement: +18.4% +29.4% +17.7% +14.4% +18.7% +12.3%
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Evaluation Results

Model Comparison

IMDB Yelp
Model Text Feat NDCG @100 NDCG @100
Ranking the items in random order ... RAND _ 0.006 0.001
Matrix Factorization - MF - 0.066 0.070
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VAE-HPrior word2vec 0.174
VAE-HPrior [.LDA 0.174

Mult-DAE - 0.178
std of scores ~ 0.007 ~ 0.003
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Conclusions

- Extend VAEs to Collaborative Filtering with side information (ratings + text)

- User-agnostic — user-dependent priors

- Prior parameters as functions of the users’ review text
- User representations in a multimodal latent space (encoding ratings + text)

» Qutperform the existing Mult-VAE model (up to 29.41% relative improvement in Recall@20)
» Perform comparably to a denoising autoencoder (Mult-DAE).

Ongoing & Future work

» Experiments: VAE-HPrior vs Mult-DAE on different levels of sparsity
» Models: more effective aspect-based methods for extracting user preferences from text reviews
- Data: extra side-information available (e.g., geolocation)
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